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Abstract: In the present paper, a Finsler space F,, for which the normal projective curvature tensor N]"-kh satisfies
}kh = y"ijh , where Y, is non-zero tensor field called decomposition tensor field, we discuss decompose the
normal projective curvature tensor in recurrent Finsler space.

Keywords: a Finsler space, decompositions tensor in recurrent Finsler space.

1. INTRODUCTION

K. Takano [8] discussed recurrent affine motion in a recurrent non-Riemannian space and later on he discussed a
recurrent whose curvature tensor is decomposable. Ram Hit [6], B. B. Sinha and S. P. Singh [7], H. D. Pande and H. S.
Shakla [2] studied a recurrent Finsler space whose curvature tensor is decomposable. H. D. Pande and H. S. Shakla [2]
considered a recurrent Finsler space whose curvature tensor is decomposable. P. N. Pandey [3], H. D. Pande and T. A.
Khan [1], Prateek Mishra, Kaushal Srivastava, S. B. Mishra [5] dialed with the problem decomposability of curvature
tensor, a necessary and sufficient condition for decomposability of curvature tensor has been obtained.

Let us consider a set of quantities ¢ i defined by

(1.1) 9ij(x,y) = %aiasz(X, y).

The tensor g;;(x,y) is positively homogeneous of degree zero in y! and symmetric in i and j. According to Euler’s
theorem on homogeneous functions, the vector y; satisfies the following relation

(1.2) yy't=F?
Berwald covariant derivative of the metric function F and vector y* vanish identically, i.e.
(1.3) a) BiF =0 and b) Byy' =0.
The tensor H}kh is called h-curvature tensor. It is positively homogeneous of degree zero in yi and skew-symmetric in
its last two lower indices which defined by
Hjun: = 0,Gjy + GG}y + G G] — h/k.
In view of Euler’s theorem on homogeneous functions we have the following relations
14 o ajHlih = Hjikh' b) yrarH}kh = yrajarHlih =0, ¢ Hjikhyj = Hlih'
d) Hijen = gjrHhn € Hin = 0xHh, ) Hipy* = Hi, g) Hyon = gikHjih'
h) Hy = Hir,  ©) Higp = Hin = Hyeo D) Hy = HY,,  m) H = ——HJ and
n) Hy*=H
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2. NORMAL PROJECTIVE CURVATURE TENSOR

K. Yano [9] defined the normal projective connection by IT;;, = Gjik - ﬁyi Tk

The connection coefficients H}k is positively homogeneous of degree zero in yi 's and symmetric in their lower indices.
The covariant derivative Biji of an arbitrary tensor field Tji with respect to x* in the sense of Berwald is given by

(2.1) @) BT} = 0k T} — (0, T} )My + T/ M, — T
The commutation formula for the above covariant derivative is given by
b) BthTji - BthTji = Tjr ;'kh - Tri jrkh - aTY}iNgkhyS'

P.N. Pandey [4] obtained a relation between the normal projective curvature tensor Nj;, and Berwald curvature tenser
Hjy, as follows:

) ) 1 s
(2.2) lekh = Hjlkh - n_HylajHrrkh-

The normal projective curvature tensor N}kh is homogeneous of degree zero in y'. For the tensor j"kh we have the
identities
(2.3) a) Nygn = Hypn, b) Ivjikhyj =Hip,  ©) kah = _Ivjihk:

d) N]lkh + Nlihj + N;ijh =0 and e)Nj = Nj,.

3. DECOMPOSITION OF NORMAL PROJECTIVE CURVATURE TENSOR IN FINSLER SPACE

Let us consider the decomposition of the normal projective curvature tensor jikhof a Finsler space is of the type (1,3) as
follows :

(3.1) Nfen = Y Ykn
where Y, is non-zero tensor filed called decomposition tensor field.

Further considering the decomposition of the tensor field (3.1) in the form

(3.2) a) N]lkh =y'yYen OF b) N]lkh =y ynY.
Let us define
(3.3) yi2; =0,

such A; as recurrence vector and o is decomposition scalar.

In view of (3.1), the identities (2.3c) and (2.3d), can be written as
(3.4) a) Yign + Yjpe =0 and  b) Yy + Yipj + Yije = 0.
In view of (2.3a), the contraction of the indices i and j in (3.1) gives
(3.5) Hin = ¥ Yeen-

Using (1.4i) in (3.5), we get

(3.6) Yikn = y—lr (Hpy — Hyen)-

In view of (3.1), equ. (3.6) can be written as

BT Njow =%t = Hen).

Transecting (3.7) by y/ and using (2.3b), we get

(3.8) Hin = ¥ (Hpe = Hyn)-

Thus, we conclude
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Theorem 3.1. If the normal projective curvature tensor N}khof a Finsler space is decomposable in the form (3.1), then
the normal projective curvature tensor jikh and the h(v)- torsion tensor H}, are defined by (3.7) and (3.8) respectively,
the tensor Hy,, is decomposable in the form (3.5) and the decomposable tensor field Y, satisfies (3.6).

Contraction of the indices i and j in (3.2a), using (2.3a) and (1.2), we get
(3.9) Tkh = F?Yyp.
Using (1.4i) in (3.9), we get
1
(310)  Yin = 5 (Hue = Hi).
In view of (3.2a), equ. (3.10) can be written as
(3.11) Nfn = ¥'y; F%(Hhk — Hyp)-
Transecting (3.11) by y/ and using (2.3b), we get
(3.12) Hlich = y'(Hpx — Hyp)-
Thus, we conclude

Theorem 3.2. If the normal projective curvature tensor jikhof a Finsler space is decomposable in the form (3.2a), then
the normal projective curvature tensor Njikh and the h(v)- torsion tensor H:, are defined by (3.11) and (3.12) respectively,
the tensor Hj,,;, is decomposable in the form (3.9) and the decomposable tensor field Y, satisfies (3.10).

4. DECOMPOSITION OF NORMAL PROJECTIVE CURVATURE TENSOR N;:kh in NPR- F,

P. N. Pandey [4] discussed a Finsler space F, for which the normal projective curvature tensor Nj, satisfies the

recurrence property with respect to Berwald’s connection coefficients and called it NPR-Finsler space. Thus, NPR-Finsler
space is characterized by

41)  BuNjw =N,  Njw #0,

where 4,, non-zero covariant vector field is recurrence vector field .

Note 4.1. In this paper, we shall denote such space briefly by NPR -F,,.

Let us consider a Finsler space whose normal projective curvature tensor N]-"kh satisfies the condition (4.1).
Transvecting (4.1) by yJ, using (1.3b) and (2.3b), we get

(4.2) BmHLp = A Hl, .

Contraction of the indices i and j in (4.1) and using (2.3a), we get

(4.3) ByHikn = AmHygn-

Transvecting (4.2) by y*, using(1.3b) and (1.4f), we get

(4.4) B H} = A HE.

Contraction of the indices i and h in (4.2) using (1.41), we get

(4.5) B, Hy = A, Hy.

Transvecting (4.5) by y*, using (1.3b) and (1.4n), we get

(4.6) B,H = A, H.

We know that the normal projective curvature tensor N}y, satisfies the following:

(4.7) AnNjin + AcNjum + A Njgyye = 0.
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Differentiating (3.1) covariantly with respect to x™ in the sense of Berwald, using (4.1), (3.1) and (1.3b), we get
(4.8) BmYikn = AnYkn »

where 4, is non-zero vector filed.

Thus, we conclude

Theorem 4.1. In an NPR- F, , under the decomposition (3.1), the decomposition tensor field ¥;,;, behaves like a recurrent
tensor field.

Differentiating (4.8) covariantly with respect to x! in the sense of Berwald and using (4.8), we get
(4.9) BiBnYjkn = Bidm)Yjkn + AnAiYjkn .

Interchanging the indices m and [ in (4.9) and subtracting the equation obtained from (4.9), we get
(4.10) Bleijh - BmBlekh = (Bidm — Bmllz)yjkh.

Using the commutation formula (2.1b) in (4.10), we get

(4.11) (BiAm — Bnd)Yikn = _(Yrkth:nl + YirnNimt + Yir Ny + aryjkthrmlyS)-

In view of (3.1) and the homogeneity property of Y., equ. (4.11) can be written as

(4.12) BiAm — BpA)Yjkn = _(Yrkhyjml + YirnYeru + Yiier Yomu — ijthml)yT'
Differentiating (4.12) covariantly with respect to x™ in the sense of Berwald, using (4.8), (1.3b) and (4.12), we get
(4.13) Bn(BiAm — BiAr) = An(Bidy — B A).

Thus, we conclude

Theorem 4.2. In an NPR- F, , the recurrence B;4,, — B, 4; behaves like a recurrent tensor field under the decomposition
(3.2).

Further considering the decomposition of the tensor field Yy, in the form

(4.14) Yikn = A4;Yen-

Differentiating (4.14) covariantly with respectto X ™ in the sense of Berwald, using (4.8) and (4.14), we get
(4.15)  ApAYen = (Bmdj)Yin + 4B Yin -

Transvecting (4.15) by yJ, using (3.3) and (1.3a), we get

(4.16) B, Yen = AnYin

Thus, we conclude

Theorem 4.3. In an NPR- E,, under the decomposition (3.1) and (4.14), the tensor field Y, behaves like a recurrent
tensor field.

From (4.12) and (4.14), we get

(4.17) A BiAm — Bnd)Yin — Yt (A Yen + AnYir)y"} = 0.

Using (4.14) in (3.4b), we get

(4.18) —AYin = AYnj + MY

From (4.17), (4.18), using (3.3), the fact that the vector filed 4,,, and the tensor field Yj,,, are non-zero, we get
(419)  Bdy — B + oYy = 0.

Thus, we conclude
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Theorem 4.4. In an NPR- E,, under the decomposition (3.1) and (4.19), the necessary and sufficient condition that

Using (3.1) in (4.7), we get

(4.20) AmYikn + AcYirm + AnYjem = 0.
In view of (4.20) and (4.14), we get

(4.21) A Yen + 4Ym + 4 Yem = 0.
Thus, we conclude

Theorem 4.5. In an NPR- F,, under the decomposition (3.1), the decomposition tensor fields ¥j,, and Yy, satisfy the
identities (4.20) and (4.21), respectively.

Transvecting (3.1) by Y/, using (2.3b), (3.3) and (4.14), we get
(4.22) Hy = 0y Y.
Thus, we conclude

Theorem 4.6. In an NPR- F, , under the decompositions (3.1), (3.3) and (4.14), the h(v)-torsion tensor Hj, is
decomposable in the form (4.22).

Differentiating (4.22) covariantly with respect to X " in the sense of Berwald, using (1.3b), (4.2) and (4.22), we get
(4.23) Y BnYin = ¥ AnYin,

which can be written as

(4.24) BinYien = AnYen .

Thus, we conclude

Theorem 4.7. In an NPR- E, , under the decomposition (4.22), the decomposition tensor field Y, behaves like a recurrent
tensor field .

Contracting of the indices i and m in (4.23), we get
(4.25) V*BsYin = y°BsYin.
Thus, we conclude

Theorem 4.8. In an NPR- F,, under the decomposition (4.22), the directional derivatives of the decomposition tensor
field Y, in the direction of y* is proportional to Yy, .

Contraction of the indices i and h in (4.22) and using (1.41), we get

(4.26) H, =Y,

where Yyt = Y,.

Differentiating (4.26) covariantly with respect to x™ in the sense of Berwald and using (4.5) and (4.26), we get
(4.27) B Yy = AnYe

Thus, we conclude

Theorem 4.9. In an NPR- F, , under the decomposition (4.26), the decomposition tensor fields Y, behaves like a recurrent
tensor field .

Differentiating (4.11) covariantly with respect to x! and x™ in the sense of Berwald and using (4.11), we get
(4-28) BnBleijh = {BnBlAm + An (Bllm + Amll) + Aanlm + AmBnll }ijh.
Interchanging the indices | and n in (4.28) and subtracting the equation obtained from (4.28), we get
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(4.29) ByBiBynYjkn — BiBuBnYicn = {(BuBidm — BiBudm ) + Ay (Budy — Bida) e,
Using the commutation formula (2.1b), (3.1) and (4.8) in (4.29), we get
(4.30) A (Budy — BiAy)Yen = 0.
Cyclically permeation of m, | and n in (4.30), we get
(4.31) Am (Bidi — BiAy) + A, (B, — Bpdy) + 4, (Bd; — Bi4,) =0, where Y, # 0.
Thus, we conclude
Theorem 4.10. In an NPR- E, , under the decomposition (3.1) the recurrence vector field A; satisfies relation (4.31).
Using the commutation formula (2.1b), (3.1), (4.14) and (4.8) in (4.29), we get
(4.32) Bn BB Yikn — BiBpBpYikn = {Am (BnAy — BjAy,) — Arymlnyr}y}kh
Cyclically permeation m, | and n in (4.32), using (4.31) and (3.4b), we get
(4.33) {B,(BynB, — ByBy) + B (BB, — B,By) + By(B,By, — BB}, = 0.
Thus, we conclude
Theorem 4.11. In an NPR- F,, under the decomposition (3.1) the decomposition tensor field Y;,, satisfies the relation
(4.33).
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